
1. Introduction

Brucellosis is a type of zoonotic illness caused by gram-
negative bacteria known as Brucella spp. This bacterium can 
infect various animal species, including humans, and is highly 
contagious and widespread worldwide, especially in low to 
moderate-income underdeveloped countries. Although 
developed countries have successfully eradicated it, it remains 
a significant public health risk in underdeveloped 
countries(Arifuzzaman et al. 2021; Rahman et al. 2014). The 
primary cause of Brucella infection in cattle is B. abortus, and 
it can also be caused by B. melitensis and occasionally by B. 
suis. The infection typically affects the reproductive organs of 
cattle, resulting in placentitis followed by abortion, which can 
lead to a loss of productivity and reproduction, chronic 
metritis, and decreased fertility rates. Infected animals can also 
shed bacteria through their excretions, which is a significant 
source of transmission to other susceptible hosts (Atallah and 

Al-Mousa 2019; Rahman et al. 2014). To control the spread of 
brucellosis, it is crucial to perform regular serological tests on 
animals, such as the indirect enzyme-linked immunosorbent 
assay (iELISA). At present machine learning technique is a 
very popular technique to find out the risk factors (Tito et al. 
2023) which are more responsible for spreading of disease. In 
clinical settings, machine-learning algorithms such as data 
mining techniques (Arifuzzaman et al. 2021) are being used as 
a valuable tool for risk assessment and clinical decision-
making (Ballesteros-Ricaurte et al. 2022; Rushd et al. 2021). 
The objective of this paper is to find out the best technique for 
predicting brucella disease. In this paper we have used 
AdaBoostM1, Vote, Bagging, and LogitBoost to predict 
Brucella infection in cattle.


2. Methodology

The information used in this study's analysis came from an 
open source data (Bagheri et al. 2020). The original study 
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Brucellosis, caused by Brucella spp., is a global public health concern, particularly in 
underdeveloped regions. Cattle, predominantly infected with B. abortus, encounter reproductive 
challenges, reduced productivity, and fertility issues. Effective control measures, including 
serological tests like iELISA (indirect Enzyme-linked Immunosorbent Assay) are vital. This 
research harnesses machine learning techniques, encompassing AdaBoostM1, Vote, Bagging, 
and LogitBoost, to forecast Brucella infection in cattle, utilizing comprehensive data sourced 
from Qazvin, Iran. Detailed model descriptions are provided, highlighting AdaBoostM1 as the 
optimal choice, boasting a robust 75% correlation, low RMSE (Route Mean Square Error), 
MAE (Mean Absolute Error), and a commendable Kappa Statistics score of 0.4965. Ensemble 
machine learning demonstrates significant potential in Brucellosis prediction, adept at handling 
intricate datasets, and enhancing predictive accuracy. AdaBoostM1 stands out as the preferred 
model, offering valuable insights for Brucellosis prediction and contributing to the enhancement 
of disease control strategies.
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concentrated on the analysis of 109 sets of data set from the 
Iranian region of Qazvin, where data were gathered on monthly 
basis. The research focused on time series data on brucellosis 
and used a variety of covariates, including rural ratio, non-
pasteurized dairy products ratio, males ratio, average age, 
contact ratio, livestock ratio, climatic parameters including 
(average temperature, minimum and maximum monthly 
temperature, monthly precipitation, monthly wind speed, and 
average wind speed), month, season, and year in the province 
of Qazvin. Clinical and epidemiological information about the 
patients was entered into the Health Surveillance System 
online in accordance with government regulations (Budgaga et 
al. 2016; Rushd et al. 2021).


2.1 Description of machine learning models


2.1.1 AdaBoostM1


AdaBoostM1 is a Machine Learning) (ML) algorithm that 
combines weak classifiers to form a strong classifier for 
classification and prediction tasks. It iteratively trains 
classifiers, focusing on misclassified samples and assigns 
greater weights to difficult ones (Freund and Schapire 1997). It 
can predict the risk of Brucella infection in cattle based on 
various risk factors, handling high-dimensional and noisy data 
while identifying informative factors. However, drawbacks 
include requiring a large amount of training data for optimal 
performance, sensitivity to outliers or imbalanced data, and 
difficulty in interpreting underlying relationships (Darabi et al. 
2019).


2.1.2 Vote


Vote" is an ensemble learning method in machine learning that 
combines multiple classifiers and aggregates their predictions 
to produce a final prediction. In the context of predicting 
Brucella infection in cattle, "Vote" can be used to combine the 
predictions of multiple classification models, such as decision 
trees, logistic regression, and support vector machines (Vapnik 
2000). The main advantage of "Vote" is that it can improve the 
accuracy of the final prediction by combining the strengths of 
different classifiers. However, "Vote" can also suffer from the 
same limitations as other ensemble learning methods, such as 
overfitting to the training data, and it may not always produce 
the best possible results. Therefore, it is important to carefully 
evaluate the performance of "Vote" and other machine learning 
models in predicting Brucella infection in cattle, and to 
consider the strengths and limitations of each method when 
developing effective control programs (Hossain et al. 2021).


2.1.3 Bagging


Bagging, or Bootstrap Aggregating, is a machine learning 
technique that involves creating multiple subsets of a dataset 
and training a base learning algorithm on each subset. The 
predictions made by the base learning algorithms are then 
combined to make a final prediction, which is typically more 
accurate and less prone to overfitting than a prediction made by 

a single algorithm (Breiman 1996). Bagging can be useful for 
predicting Brucella infection in cattle, as it allows for the 
identification of the most important risk factors associated with 
the disease. Some potential advantages of bagging include 
increased accuracy, reduced overfitting, and the ability to 
handle large datasets. However, some potential disadvantages 
of bagging include increased computational requirements and 
the possibility of reduced interpretability due to the use of 
multiple algorithms. Overall, bagging can be a useful machine 
learning technique for predicting Brucella infection in cattle, 
but it is important to carefully consider its pros and cons before 
using it in practice (Budgaga et al. 2016; Hossain et al. 2021).


2.1.4 LogitBoost


LogitBoost is a machine learning algorithm that combines 
boosting and logistic regression techniques to build a 
predictive model. Boosting is a method that sequentially trains 
weak classifiers and combines their results to form a stronger 
classifier. Logistic regression, on the other hand, is a statistical 
model that estimates the probability of a binary outcome. The 
combination of these techniques in LogitBoost results in an 
algorithm that is well-suited for binary classification tasks, 
such as predicting the presence of Brucella infection in cattle  
(Friedman 2001). The main advantage of LogitBoost is its 
ability to handle high-dimensional data with complex 
interactions between features. It can also handle missing data 
and outliers. However, a potential disadvantage of LogitBoost 
is its tendency to overfit the training data, leading to poor 
generalization to new data. Additionally, the interpretation of 
the model can be challenging, as it is based on a combination 
of many weak classifiers. Despite these challenges, LogitBoost 
can be a useful tool for predicting Brucella infection in cattle 
and identifying the most important risk factors associated with 
the disease (Mahdavi and Aziz 2020).


2.2 Mechanism of Ensemble Learning


In Fig. 1 a predictive ensemble model was developed using 
four different techniques, namely AdaBoostM1, Vote, Bagging, 
and LogitBoost. By combining the predictions of these models, 
it is possible to accurately predict the number of cases (Tapak 
et al. 2018). This approach enables a more robust prediction by 
leveraging the strengths of multiple models, which can help to 
overcome the limitations of individual models. With this 
ensemble model, it is expected that the accuracy of predictions 
will be higher than using any one of the individual models 
alone (Hossain et al. 2021).


3. Result and Discussion

Table 1 presents the evaluation results of four machine learning 
models used for predicting brucellosis disease in cattle. The 
models are assessed based on various evaluation criteria, 
including Correlation Coefficient (CC), Root Mean Square 
Error (RMSE), Mean Absolute Error (MAE), Relative 
Absolute Error (RAE), Kappa Statistics, and the computational 
time required for training (in seconds).
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The AdaBoostM1 model achieved a correlation coefficient 
(CC) of 75%, indicating a strong correlation between predicted 
and actual values. The RMSE is 0.4376, signifying relatively 
small prediction errors. The MAE is 0.3185, representing the 
average absolute error. The RAE is 64.0429%, indicating that, 
on average, predictions are within this percentage of the actual 
values. The Kappa Statistics score is 0.4965, indicating good 
agreement with actual outcomes. The model required 0.08 
seconds for training.


The Vote model achieved a CC of 68.5185%, showing a 
moderate correlation between predicted and actual values. The 
RMSE is 0.4466, indicating slightly larger prediction errors 
compared to AdaBoostM1. The MAE is 0.3926, representing 
the average absolute error. The RAE is 78.9408%, suggesting 
somewhat higher errors on average. The Kappa Statistics score 
is 0.3616, indicating moderate agreement with actual 
outcomes. Notably, this model required no additional training 
time beyond model creation (0 seconds).


Bagging achieved a CC of 70.3704%, indicating a 
moderately strong correlation. The RMSE is 0.4462, similar to 
Vote. The MAE is 0.375, signifying the average absolute error. 
The RAE is 75.3945%, indicating average errors within this 

percentage. The Kappa Statistics score is 0.4041, indicating 
reasonable agreement with actual outcomes. The model 
required 0.06 seconds for training.


LogitBoost achieved a CC of 69.4444%, showing a 
moderate correlation. The RMSE is 0.4871, indicating 
relatively larger prediction errors compared to AdaBoostM1 
and Bagging. The MAE is 0.3191, representing the average 
absolute error. The RAE is 64.1537%, indicating that 
predictions are within this percentage of the actual values on 
average. The Kappa Statistics score is 0.383, indicating 
moderate agreement with actual outcomes. However, this 
model required the longest training time at 0.37 seconds.


Based on the evaluation criteria and considering the 
overall performance, AdaBoostM1 appears to be the most 
suitable model for predicting brucellosis disease in cattle. It 
exhibits the highest correlation, the lowest RMSE and MAE, 
and a good Kappa Statistics score. Although it has a slightly 
longer training time compared to some models, its accuracy 
and agreement with actual outcomes justify its selection for 
predicting Brucellosis.


The performance of four models – AdaBoostM1, Vote, 
Bagging, and Logitboost is illustrated in Fig. 2. In the figure, 
the orange bar represents correctly classified instances, the 
yellow bar represents incorrectly classified instances, and the 
green bar represents the length of successful completion of the 
task, which is considered in second place. Among all the 
correctly classified instances, AdaBoostM1 achieves the 
highest accuracy at 75%. On the other hand, Vote has the 
lowest accuracy of 68.52%. Despite its low accuracy, Vote 
requires the least amount of time. Conversely, Logitboost, 
which takes the longest time, does not yield satisfactory 
results. Considering the entire model, AdaBoostM1 emerges as 
the best option. It achieves higher accuracy with minimal 
errors and provides results within a short timeframe.


Ensemble machine learning represents a ground-breaking 
approach in the field of veterinary medicine (Alqaissi et al. 
2022). To the best of our knowledge, this marks the inaugural 
utilization of ensemble learning within the veterinary field. The 
inspiration for this concept stemmed from our observations in 
the identification of human infectious diseases (Alqaissi et al. 
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Table 1 Summary the performance of four Ensemble machine learning models

Model
Evaluation criteria

CC RMSE MAE RAE Kappa Statistics Time (s)

AdaBoostM1 75% 0.4376 0.3185 64.04% 0.4965 0.08

Vote 68.52% 0.4466 0.3926 78.94% 0.3616 0

Bagging 70.37% 0.4462 0.375 75.39% 0.4041 0.06

LogitBoost 69.44% 0.4871 0.3191 64.15% 0.383 0.37

CC = Correlation Coefficient; RMSE = Root Mean Square Error; MAE = Mean Absolute Error; RAE = Relative Absolute Error

Fig. 1 Mechanism of Ensemble Learning
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2022; Santangelo et al. 2023), kidney disease (Nikhila 2021), 
heart disease (Alqahtani et al. 2022) , diabetes (Abnoosian et 
al. 2023), skin disease (Verma et al. 2020), and pneumonia 
(Kundu et al. 2021).


4. Conclusions

Ensemble machine learning techniques can be useful tools for 
predicting the risk of brucellosis infection in cattle and 
identifying the most important risk factors associated with the 
disease. These techniques have the potential to handle high-
dimensional and noisy data, produce more accurate 
predictions, and reduce overfitting compared to single models. 
In conclusion, from the models which we have used 
AdaBoostM1 is the recommended model for predicting 
Brucellosis disease.


5. Recommendation and future prospects

Although this dataset has potential for further improvement, its 
use is currently limited due to certain constraints. Machine 
learning can be applied for predicting different kinds of animal 
disease such as Lumpy Skin Disease, Rabies, Anthrax, Foot 
and Mouth Disease, etc.
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